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Abstract 

This research aims to design a facial recognition system for faculty attendance in 

the Data Science Program at UPN "Veteran" East Java. The study proposes a 

solution by integrating CNN-based facial recognition technology with Android 

devices. The methodology involves training CNN models using a dataset of faculty 

faces and comparing various architectures such as ResNet, MobileNet, and 

InceptionV3. The research methodology encompasses data collection, data 

preprocessing, model creation, model comparison, performance evaluation, and 

implementation. Results from the study, utilizing Convolutional Neural Network 

models and testing various architectures, reveal the architecture with the best 

facial recognition performance achieving an average accuracy rate of 77%. 
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1. Introduction 

In various institutions, including schools, universities, and companies, 

attendance systems have become integral, providing accurate data for evaluations 

despite the prevalence of conventional methods. The Data Science Program at 

UPN "Veteran" East Java represents the forefront of technological utilization and 

development, reflecting the program's commitment to relevance and 

advancement. The current practice of utilizing fingerprint-based attendance 

systems is noted for inefficiencies and security concerns, prompting the 

exploration of alternative methods such as facial recognition (Chowdhury et al., 

2020). 

This research addresses the limitations and challenges associated with 

fingerprint-based systems, proposing a facial recognition system integrated with 

Android devices for efficient and accurate faculty attendance in the Data Science 

Program. Concerns such as time-consuming verification, the need for direct 

contact, and the complexity of biometric systems are discussed, emphasizing the 

importance of selecting an optimal and secure solution (Susrama et al., 2022). 

The security of faculty facial data is highlighted, underscoring the necessity of 

designing systems with robust privacy measures (Bahety et al., 2020). 

In the context of rapid technological development, this study aims to 

contribute to the ongoing evolution of attendance systems, specifically tailored 

for the needs of the Data Science Program. By combining Convolutional Neural 

Network (CNN) technology with Android deployment, the research focuses on 

training the CNN model using a dataset of faculty faces, enabling efficient and 

secure facial recognition for attendance purposes (Riyantoko et al., 2021). The 

chosen CNN architecture is justified based on its widespread use in image 

processing, facial identification, and applications in diverse fields such as 

medical imaging and small and medium-sized enterprises (UMKM) analytics 

(Goel et al., 2023). 

By bridging the gap between existing facial recognition research and the 

unique requirements of the Data Science Program, this study seeks to enhance the 
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speed and accuracy of facial recognition for attendance tracking. Notable prior 

research on CNN and alternative models is cited, providing a foundation for the 

proposed approach. The introduction sets the stage for a comprehensive 

exploration of the methodology, results, and conclusions, promising valuable 

insights for the improvement of attendance systems in academic settings. 

2. Method 

The exploration of Convolutional Neural Network (CNN) architectures 

plays a crucial role in enhancing image recognition and classification tasks. Three 

notable architectures—ResNet, MobileNet, and InceptionV3—offer distinct 

features and advantages that make them suitable for various applications. 

2.1 Residual Network 

ResNet, short for Residual Network, introduces skip connections that 

facilitate training by learning residual functions. Particularly effective in image 

recognition, ResNet maintains superior performance even as its architecture 

deepens. The implementation involves skipping connections in two to three 

layers containing Rectified Linear Unit (ReLU) and batch normalization (Sandler 

et al., 2018). 

2.2 Mobile Network 

MobileNet prioritizes efficiency for mobile and embedded devices, utilizing 

depthwise separable convolutions to reduce computational requirements while 

preserving accuracy. Tailored for lightweight computing and low-resolution 

images, MobileNet employs depthwise separable convolution as its core 

component, significantly reducing parameters and computations while 

maintaining good accuracy (Dongmei et al., 2020). 

2.3 InceptionV3 

InceptionV3, designed for image classification and object detection, is part 

of the Inception family of CNNs developed by Google researchers. InceptionV3 

enhances its predecessor, InceptionV2, by introducing improvements for 

increased performance and efficiency. Noteworthy is the Inception module, a 

layer block that enables the network to capture features at different scales by 

using parallel filters of various sizes (1x1, 3x3, and 5x5) (Srinivasu et al., 2021). 
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The Inception module employs factorized convolutions to reduce 

computations effectively, breaking down larger convolution kernels into smaller 

ones. Additionally, InceptionV3 addresses the vanishing gradient problem by 

including additional classifications in intermediate layers, aiding the training of 

deeper networks. 

Comparing ResNet, MobileNet, and InceptionV3, ResNet uses residual 

blocks and shortcut connections to address gradient vanishing, while InceptionV3 

employs the Inception module and additional classifications. MobileNetV2, 

designed for resource-limited mobile devices, utilizes depthwise separable 

convolutions for parameter reduction (Venkateswarlu et al., 2020). 

2.4 Transfer Learning 

Transfer learning, a technique involving the sharing of knowledge gained 

from solving one problem to solve a related problem, significantly reduces 

training time. Two common approaches are pre-trained models and custom 

output layers. Pre-trained models, such as ResNet and MobileNet trained on large 

benchmark datasets like ImageNet, provide a starting point for feature extraction. 

Custom output layers leverage pre-trained models for feature extraction, which 

can then be utilized for specific classification tasks. The integration of these CNN 

architectures and transfer learning techniques holds promise for advancing image 

recognition and classification in various domains (Venkateswarlu et al., 2020). 

 

3. Result and Discussion 

The results evaluation were conducted with various testing. The first is by 

observation from the model training epochs. The training process could be 

observed based on the model loss and accuracy and could be further plotted for 

better visualization. The second method of evaluation is using a confusion 

matrix. The confusion matrix was implemented using a new data that was not 

used in the training.  

3.1. Model Training Evaluation 

Table 1 Model and Optimizer Comparison 
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Model Optimizer Training 

Accuracy 

(%) 

Validation 

Accuracy 

(%) 

Training 

Loss 

Validation 

Loss 

MobileNetV2 

Pre-trained 

Adam 97.11 98.72 0.62 0.46 

SGD 97.10 98.72 0.73 0.48 

RMSprop 97.54 97.44 0.46 0.40 

MobileNetV2 

Scratch 

Adam 91.28 30.76 0.92 6.86 

SGD 88.74 87.61 0.26 0.30 

RMSprop 99.23 35.90 0.37 2.39 

InceptionV3 

Pre-trained 

Adam 42.22 47.86 10.43 9.48 

SGD 33.27 36.32 10.22 9.48 

RMSprop 35.82 47.01 10.76 9.43 

InceptionV3 

Scratch 

Adam 61.54 53.84 7.10 8.37 

SGD 11.43 11.54 10.07 9.65 

RMSprop 53.85 41.03 7.42 8.39 

ResNet18 

Scratch 

Adam 94.01 94.87 0.46 0.19 

SGD 73.44 69.23 0.70 0.73 

RMSprop 87.54 67.45 0.42 0.75 

ResNet50 Pre-

trained 

Adam 85.45 10.37 7.65 10.37 

SGD 84.30 8.34 6.21 8.34 

RMSprop 80.64 9.16 7.43 9.16 

Based on Table 1, three models perform quite well, namely the three pre-

trained MobileNetV2 models. These three models will then be tested using a 

confusion matrix with validation data that has never been used to assess whether 

the models can work with new data. The validation data used comes from video 

data that has not been cropped or converted to grayscale, or any other data 

alterations. Changes in accuracy levels occur because the validation data used has 

different accuracy and loss due to the fact that during training, validation data is 

taken from the training data, leading to data leakage. Therefore, a confusion 

matrix is conducted to revalidate the performance of the designed models. 

3.2. Confusion Matrix Evaluation 

The number of images included in the confusion matrix is adjusted based 

on the amount of validation data used during the model training. In this case, it is 

6 images per class due to the data split during training being 90% and 10%. The 

confusion matrix is considered appropriate for retesting each model because it 

provides more metrics such as accuracy, precision, recall, and F1-score to 

measure the performance of a model. 

 

 



6 
 

Literasi Nusantara. vol.4 no. 1, November 2023 – February 2024 

ISSN 2746-8208 (Online) and ISSN 2746-3575 (Print)  

 

Figure 1 MobileNetV2 Pre-Trained Adam 

In Figure 1, the confusion matrix results for the pre-trained Inception-V3 

model with the Adam optimizer show an accuracy rate of approximately 73%. 

This model exhibits good average precision, including in recall and F1-score. 

Overall, the accuracy value of 73% indicates that the model performs well. 

 

Figure 2 MobileNetV2 Pre-Trained SGD 

In Figure 2, the confusion matrix results for the pre-trained Inception-V3 

model with the SGD optimizer show an accuracy rate of approximately 68%. 

This model exhibits reasonably good average precision, including in recall and 

F1-score. Overall, the accuracy value of 68% indicates that the model performs 

well. 
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Figure 3 MobileNetV2 Pre-Trained RMSprop 

In Figure 3, the confusion matrix results for the pre-trained Inception-V3 

model with the RMSprop optimizer show an accuracy rate of approximately 

77%. This model demonstrates good average precision, including in recall and 

F1-score. Overall, the accuracy value of 77% indicates that the model performs 

well. 

The comprehensive analysis of confusion matrices suggests that the pre-

trained Inception-V3 model with the RMSprop optimizer yields the most 

satisfactory results. Consequently, this model will be implemented on mobile 

devices, emphasizing its superior performance for the intended application. 

 

4. Conclusion 

Based on various evaluations, analyses, and experiments conducted, it can 

be concluded that the pre-trained MobileNetV2 model using the RMSprop 

optimizer exhibits reasonably good predictions, achieving a 77% accuracy in the 

confusion matrix and a training accuracy of 97%. It is important to acknowledge 

that the model may still have limitations in generalizing its predictions, but even 

with a limited dataset, the model demonstrates the ability to make predictions or 

recognize faces. 
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Although the MobileNetV2 model possesses a relatively high level of 

complexity, it is well-balanced, and with the application of regularization, it can 

effectively address the issue of overfitting. The architecture of this model 

consists of numerous layers, providing the capability to capture various features 

from images. 

By leveraging the pre-trained model with embedded ImageNet weights, the 

model is equipped with strong prior knowledge of general visual features. This 

enables the model to inherit and apply this knowledge effectively in more 

specific classification tasks. 

The RMSprop optimizer exhibits outstanding performance. RMSprop 

contributes to the stability of the training process, preventing the learning rate 

from oscillating excessively, particularly in situations where adaptive learning 

rates are crucial for various parameters. 
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