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Abstract 

Determining the ripeness level of guava manually is often subjective and requires 

specific expertise. To address this issue, this study developed an Android-based 

system to classify guava ripeness using two Convolutional Neural Network (CNN) 

architectures: VGG16 and EfficientNetB0. The dataset includes images of guava 

categorized into three ripeness levels: unripe, semi-ripe, and ripe. Both CNN 

models were implemented and compared based on accuracy, computational 

efficiency, and inference time after being converted into TensorFlow Lite format 

for Android integration. Test results show that EfficientNetB0 performs better for 

mobile use, achieving 93.5% accuracy and faster average inference time than 

VGG16. This system is expected to help farmers and consumers identify guava 

ripeness quickly, easily, and accurately using an Android device. 
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1. Introduction 

Indonesia is a country with significant potential in the agricultural sector. 

According to the Ministry of Trade, four out of the top five export commodities 

from Indonesia are agricultural products. Among these, fruit stands out as a 

highly promising commodity. In 2022, Indonesia exported 769,919 tons of fruit, 

valued at USD 522.157 million, and this number is projected to remain stable or 

increase (Statistics Indonesia, 2023). However, some fruit commodities in 

Indonesia have yet to receive the attention they deserve. One such example is 

guava. Originally from Taiwan, guava was introduced in Indonesia in 2009 and 

has since experienced rapid development (Sasmi et al., 2022). Further 

development in guava production holds potential economic benefits, particularly 

for local farmers. 

Improving guava production can be achieved by optimizing the production 

process. One way to accomplish this is through automation, particularly in the 

grading stage, which plays a crucial role. Automating this stage ensures that 

guava meets predetermined quality standards with consistent results. This not 

only enhances the product’s reputation but also meets consumer expectations. 

Moreover, automation significantly improves production efficiency by reducing 

the need for intensive manual labor in the grading process. Overall, implementing 

automation in the grading stage can greatly streamline the guava production 

process. 

Guava is one of the high-value agricultural commodities and is favored by 

consumers due to its rich nutritional content, especially in vitamin C, fiber, and 

antioxidants. However, one of the persistent challenges in its distribution and 

consumption is determining the fruit’s ripeness level. Inaccurate ripeness 

classification can negatively impact product quality in the market and reduce 

customer satisfaction. 

Currently, fruit ripeness is often determined manually through visual 

inspection, which relies heavily on human experience and subjectivity. This 

approach lacks accuracy and consistency, particularly when applied on a large 
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scale. Hence, there is a need for an automated system that can classify the 

ripeness level of guava quickly and accurately. 

Convolutional Neural Networks (CNNs) are a type of deep learning 

algorithm that have proven effective for image classification tasks, including 

object detection and pattern recognition. CNNs work by automatically extracting 

key features from images without requiring manual feature engineering. In the 

context of fruit classification, CNNs have been widely used to assess the ripeness 

of various fruits such as bananas, tomatoes, and mangoes, often achieving high 

accuracy (Kamilaris & Prenafeta-Boldú, 2018). 

Automated guava grading can be realized through computer vision 

techniques. The use of computer vision to evaluate fruit quality is not new. 

Various studies have applied similar approaches to other fruits. For instance, 

Chakraborty et al. (2023) developed an orange grading system based on image 

and weight, while Malesse et al. (2022) proposed a banana ripeness detection 

system based on visual data. In the case of guava, computer vision can be used to 

classify grades by evaluating fruit size and detecting defects such as spots, 

wrinkles, or surface scratches. 

One of the challenges in guava grading using computer vision and deep 

learning lies in perspective. The fruit’s shape and size cannot be accurately 

determined from a single viewpoint. Physical defects like scratches or partial 

rotting may also go undetected. To overcome this, a system capable of analyzing 

multiple perspectives is required. A suitable approach for this is the Multimodal 

Convolutional Neural Network (CNN). Multimodal CNN is an extension of 

traditional CNNs designed to handle classification tasks using multiple data 

modalities, thereby enhancing learning and decision-making in various 

applications (Haouhat et al., 2023). 

With the advancement of mobile technology, implementing CNN models 

on Android devices presents a promising solution. It enables broader and more 

efficient access for end-users such as farmers, vendors, and consumers. Android-

based applications allow real-time and portable classification directly in the field. 
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Based on this background, the present study aims to implement a CNN 

algorithm in an Android application to classify the ripeness level of guava. This 

system is expected to serve as a practical and accurate tool for sorting fruit, 

thereby improving the efficiency of the distribution chain and the overall quality 

of agricultural products. 

 

2. Method 

Research flow 

There are several processes involved in conducting this research. Each 

process has its own steps and calculations. The process in question is the process 

of managing images, as shown in the figure below, which is a classification 

process using the CNN method. 

 

Figure 1 Research flow 

Data Collection 

At this stage, there are many ways to obtain data. In this study, the data used 

was taken from the Kaggle website, which contains various types of guava. The data 

is public. The data from the dataset will be divided into two types of data, namely 

250 ripe tomatoes and 250 unripe tomatoes, for a total of 500 images to be studied. 

Image Preprocessing 

The data preprocessing process will be performed on both the training data and 

the test data to ensure that the training data and test data are consistent in terms of 
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size and the features to be extracted.  There are three steps in the data preprocessing 

process, as previously explained: the first step is to resize the image pixels, the second 

step is to convert the image from RGB to grayscale, and the third step is to equalize 

the histogram of the grayscale image (histogram equalization). 

CNN Algorithm 

After the data has been created, the next step is to train the CNN model. 

Generally, CNN has two stages, namely feature learning and classification. The 

image input in the CNN model uses an image with a size of 100x100x3. The number 

three refers to an image that has three channels, namely Red, Green, and Blue 

(RGB). The input image is first processed through a convolution process. In this 

design, there are six convolution layers, each with the same kernel size, and every 

two convolution layers have the same number of filters. Then, a flattening process is 

performed, which converts the feature map from the pooling layer into a vector. This 

process is commonly referred to as the fully connected layer stage. 

 

Figure 2 CNN Architecture 

Test Scenario 

1. This scenario was conducted with the aim of obtaining classification results 

with the maximum data accuracy percentage at a learning rate of 0.0002. 

This is the test scenario conducted in this study: 

Table 1 Types and Number of Data in Images 

Citra Jambu (ripe 

guava, raw guava, 

rotten guava) with a 

learning rate of 2e-4 

Data Type Amount of Data 

Data Train 400 

Validation Data 100 
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2. Setting parameters for the CNN to achieve optimal results  

Table 2 CNN Parameters for Images 

No Parameter Parameter Values 

1 Number of Classes 3 

2 Image Dimension Size 128 x 128 

3 Number of Screen 

Convolutions 

5 

 

3. Conducting the CNN testing process with the following variable details: 

Table 3 CNN Testing Processjh 

Variable Value 

Epoch 20 

Batch Size 16 

Learning Rate 2e-4 (0,0002) 

Weight Decay 2e-4 (0,0002) 

Data Latih dan Validasi 80% 

Data Uji 20% 

Optimizer ADAM 

Activation Function Softmax 

4. Obtain the accuracy level from the training and validation data results, and 

display the data set results 

 

3. Result and Discussion 

Model Training Stage 

During the training phase, the model displays the number of epochs 

(iterations) used. The output of the training includes accuracy graphs (for both 

training and validation) and loss graphs (for both training and validation). 

Although the number of epochs (20) and batch size (32) are the same across all 

models, each architecture has different execution times per epoch. The results 

of the training can be seen in the following images: 
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Figure 3. Training Result of VGG Model 

 

Figure 4. Training Result of EfficientNetB0 Model 

Accuracy Graph 

As part of the training stage, the model shows how many epochs are used. 

The training results include accuracy and loss graphs for both training and 

validation sets. Even with the same number of epochs (20) and batch size (32), 

each model architecture takes a different amount of time per epoch. These 

differences are shown in the following images: 



291 

Implementation of Convolution Neural Networks for Classifying the Ripeness of Guava 

Fruit on Android 

 

Mochammad Andika Putra Mubarok, Budi Nugroho, Yisti Vita Via 

 

Figure 5. Accuracy Graph for VGG 

 

Figure 6. Accuracy Graph for EfficientNetB0 

Model Testing 

After the training process, the model goes through the testing phase. At this 

stage, the model is evaluated and produces an accuracy score based on test data. 
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Figure 7 Testing Result of VGG Model 

 

Figure 8. Testing Result of EfficientNetB0 Model 

Android Implementation 

This application was developed using Java for Android Studio and Python 

for training the model on Google Colab. The trained model is saved in TFLite 

format and then integrated into the Android Studio project for use in the mobile 

app. 

Home Screen 

The initial screen of the Android app has two buttons that allow users to 

select an image either from the phone's gallery or directly from the camera. Below 

are examples of what happens when each button is pressed: 

 

Figure 9 Android Home Screen 

Gallery Screen 

If the "Gallery" button is selected, the app opens the phone’s gallery to let the 

user choose an image for processing. 
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Figure 10 Gallery Selection Screen 

 

Camera Screen 

If the "Camera" button is selected, the app launches the phone’s camera so 

the user can take a new photo to be processed. 

 

Figure 11 Camera Screen 

 

Result Screen 

The image below shows the result screen of the app, displaying the 

prediction based on the selected image, whether it was taken from the camera or 

chosen from the gallery. 
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Figure 12. Prediction Result on Android 

As shown in the figure, the model successfully provides an accurate 

prediction of the fruit’s ripeness, with a prediction confidence of up to 100%. 

The training phase of the Convolutional Neural Network (CNN) models 

VGG and EfficientNetB0 was conducted with 20 epochs and a batch size of 32 to 

ensure consistency in comparison. The training results, visualized through 

accuracy and loss graphs (Figures 3-6), demonstrate how each model learns over 

iterations. The VGG model, though deeper, exhibited a slower training time per 

epoch compared to EfficientNetB0, which is optimized for efficiency. Both models 

showed increasing accuracy and decreasing loss over epochs, indicating successful 

learning. However, EfficientNetB0 achieved higher validation accuracy with fewer 

computational resources, making it more suitable for mobile deployment. The 

testing phase further validated these findings, with EfficientNetB0 outperforming 

VGG in classification accuracy (Figures 7-8). This suggests that while both 

architectures are effective, EfficientNetB0 is better optimized for real-time 

applications on resource-constrained devices like smartphones. 

The developed Android application leverages Java for the frontend and a 

TensorFlow Lite (TFLite) model trained in Python for backend classification. The 

user interface is designed for simplicity, featuring a home screen with two primary 

options: capturing an image via the camera or selecting one from the gallery 

(Figure 9). Upon image selection, the app processes the input using the embedded 

CNN model and displays the ripeness classification along with a confidence score 
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(Figure 12). Notably, the model achieved high prediction accuracy, with some test 

cases reaching 100% confidence, demonstrating its reliability. The seamless 

integration of EfficientNetB0 into the Android environment ensures fast and 

efficient processing, making the app practical for farmers, traders, and consumers. 

Future enhancements could include multi-fruit support and cloud-based model 

updates to further improve accuracy and usability. 

 

4. Conclusion 

This study successfully implemented a Convolutional Neural Network 

(CNN) for classifying tomato ripeness using deep learning models trained on a 

dataset of tomato images at different maturity stages. The developed system 

effectively processes image inputs and accurately categorizes tomatoes into 

unripe, ripe, or rotten stages. Among the tested architectures MobileNet, 

DenseNet, and ResNet DenseNet achieved the highest accuracy (97%), 

followed by MobileNet (93%) and ResNet (83%). These results demonstrate 

that CNN-based approaches are highly effective for automated tomato ripeness 

classification, with DenseNet proving to be the most reliable model. The 

findings suggest that deep learning, particularly optimized architectures like 

DenseNet, can significantly enhance agricultural quality control by providing 

fast, consistent, and accurate ripeness assessments. Future research could 

explore real-time enhancements, multi-crop classification, and integration with 

IoT-based farming systems for broader agricultural applications. 
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